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ABSTRACT
A processor laid out vertically in stacked layers can benefit from
reduced wire delays, low energy consumption, and a small footprint.
Such a design can be enabled byMonolithic 3D (M3D), a technology
that provides short wire lengths, good thermal properties, and
high integration. In current M3D technology, due to manufacturing
constraints, the layers in the stack are asymmetric: the bottom-most
one has a relatively higher performance.

In this paper, we examine how to partition a processor for M3D.
We partition logic and storage structures into two layers, taking
into account that the top layer has lower-performance transistors.
In logic structures, we place the critical paths in the bottom layer.
In storage structures, we partition the hardware unequally, assign-
ing to the top layer fewer ports with larger access transistors, or a
shorter bitcell subarray with larger bitcells. We find that, with con-
servative assumptions on M3D technology, an M3D core executes
applications on average 25% faster than a 2D core, while consuming
39% less energy. With aggressive technology assumptions, the M3D
core performs even better: it is on average 38% faster than a 2D
core and consumes 41% less energy. Further, under a similar power
budget, an M3D multicore can use twice as many cores as a 2D
multicore, executing applications on average 92% faster with 39%
less energy. Finally, an M3D core is thermally efficient.
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1 INTRODUCTION
Vertical processors — i.e., processors laid out vertically in stacked
layers — can reap major benefits in reduced wire delays, low en-
ergy consumption, and small footprint. Currently, 3D integration
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consists of stacking dies and using Through-Silicon Vias (TSVs)
for inter-die communication [11, 16, 41]. In this paper, we call this
approach TSV3D. Unfortunately, TSV3D is a poor match for vertical
processors. Specifically, the thick TSVs inhibit fine-grained hard-
ware partitioning across dies. Further, the challenge of cooling the
layers that are far from the heat sink limits the flexibility of TSV3D
designs [16, 41].

Monolithic 3D (M3D) [6, 8, 14] is a 3D integration technology that
allows high-bandwidth communication across layers and ultra high-
density integration. Rather than bonding together pre-fabricated
dies as in TSV3D, an M3D chip is built by sequentially fabricating
multiple layers of devices on top of one another.

Using M3D to build vertical processors is attractive for three
reasons. First, the active layers in M3D are separated by a distance
of less than 1µm, which is one to two orders of magnitude shorter
than in TSV3D [5, 20, 22]. Such short distance reduces the commu-
nication latency between the layers of a processor and allows for
very compact designs.

Second, heat flows vertically easily, thanks to a low thermal
resistance. This is in contrast to TSV3D designs, which include
relatively thick, thermally-resistive layers such as the die-to-die
layers [1]. As a result, temperatures away from the heat sink in
M3D can be kept moderate.

Third andmost importantly, the layers communicate usingMono-
lithic Interlayer Vias (MIVs), which have diameters that are two
orders of magnitude finer than TSVs [5, 7, 14, 20, 22, 31]. The tiny
diameters of MIVs allow designers to use many of them, dramati-
cally increasing the bandwidth of inter-layer communication. They
enable the exploitation of fine-grain partitioning of processor struc-
tures across layers, reducing wire length, energy consumption, and
footprint.

M3D is a promising technology to continue increasing transistor
integration as Moore’s law sunsets. As a result, there has been sig-
nificant recent interest in surmounting the challenges of fabricating
M3D chips [14, 44, 45]. The 2017 IRDS roadmap [21] predicts that
vertical nanowires will be realized in several years’ time, followed
by M3D. Prototypes of M3D systems have been demonstrated, sig-
naling that this technology is feasible [6, 14, 46]. Finally, CAD
tools required for 3D floorplanning are being actively developed as
well [12, 39, 44].

As M3D becomes feasible, it is essential for computer architects
to understand the opportunities and challenges of building verti-
cal processors with this technology. As hinted above, M3D offers
short wire lengths, good thermal properties, and high integration.
However, an important constraint of current M3D technology is
that different layers in an M3D stack have different performance.
Specifically, the bottom-most layer is built with high-performance
transistors. However, any subsequent layer built on top of it must
be fabricated at low temperature, to avoid damaging the bottom-
layer devices. As a result, the transistors of any layer beyond the
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bottom-most have a lower performance [35, 43, 45]. This imbalance
has implications on how to design processor structures.

This work is the �rst one to show how to partition a processor
for M3D. We design a vertical processor by taking logic, storage,
and mixed logic-storage pipeline stages, and partition each of them
into two layers. Our partition strategy is aware of the fact that the
top layer has lower-performance transistors. Speci�cally, in logic
structures, we place the critical paths in the bottom layer and the
non-critical ones in the top one. In multi-ported storage structures,
we asymmetrically partition the ports, assigning to the top layer
fewer ports with larger access transistors. For single-ported storage
structures, we asymmetrically partition the bitcell array, assigning
to the top layer a shorter subarray with larger bitcells.

With conservative assumptions on M3D technology, our M3D
core executes applications on average 25% faster than a 2D core,
while consuming 39% less energy. With aggressive technology as-
sumptions, the M3D core is on average 38% faster than a 2D core and
consumes 41% less energy. Further, under a similar power budget,
an M3D multicore can use twice as many cores as a 2D multicore,
executing applications on average 92% faster with 39% less energy.
Finally, the M3D core is thermally e�cient.

Overall, our contributions are:
� First work to partition cores for an M3D stack.
� Novel partition strategies of logic and storage structures for

an environment with heterogeneous layers.
� Performance, power, and thermal evaluation of a single and

multiple M3D cores.

2 3D MONOLITHIC INTEGRATION
3D Monolithic Integration (M3D or 3DMI) is a device integration
technology that allows ultra-high density, �ne-grained 3D integra-
tion. It involves fabricating two or more silicon layers sequentially
on the same substrate. The bottom layer of transistors is fabricated
�rst, using the same techniques as in a traditional die. Later, a
layer of active silicon is grown on top of the bottom layer using
novel techniques at a lower temperature [5, 8, 14]. Transistors are
then formed on the top layer using a low-temperature process. The
resulting top layer is often very thin, namely 100nm or less [8].

The integration process is fundamentally di�erent from the con-
ventional 3D integration, where dies are pre-fabricated and later
connected using TSVs. For this reason, M3D is also referred to as
sequential 3D, while TSV3D is known as parallel 3D. Figure 1 shows
a cross-section of an M3D stack. When the chip is placed on the
board, the heat sink is at the top. The layers of an M3D stack are
connected byMonolithic Inter-layer Vias(MIVs).

2.1 Comparing M3D to TSV3D
2.1.1 Physical Dimensions of Vias.A major advantage of M3D is
the very small size of the MIVs. According to CEA-LETI [5, 7, 14],
they have a side equal to� 50nm at the 15nm technology node.
This is in contrast to TSVs, which are very large in comparison.
Speci�cally, ITRS projects that TSVs will have a diameter greater
than 2.6� m in 2020 [22]. Hence the granularity and placement of
TSVs is heavily constrained, whereas MIVs provide great �exibility.
To be conservative in our comparisons, this paper will assume an
aggressive TSV with half the ITRS diameter, namely 1.3� m.

Figure 1: M3D integration of two layers.

Figure 2 shows the relative area of an FO1 inverter, an MIV, an
SRAM bitcell, and a TSV at 15nm technology. An MIV uses 0.07x the
area of the inverter, while a TSV uses 37x the area of the inverter.

Figure 2: Relative area of an FO1 inverter, an MIV, an SRAM
bitcell, and a TSV.

Ultra thin MIVs are possible due to two unique characteristics of
M3D integration. First, as shown in Figure 1, the Inter-Layer Dielec-
tric (ILD) and the active silicon layer are very thin (� 100nm) [5].
This is a result of the sequential manufacturing of the top silicon
layer. Second, M3D enables very precise alignment of layers through
the use of standard lithography tools [6, 14]. Hence, the diameter
of an MIV is equal to the pitch of the lowest metal layer.

Table 1 compares the area overhead of an MIV and a TSV to a
32-bit adder and a 32-bit SRAM cell at 15nm technology. The areas
of the adder and SRAM cell are obtained from Intel [24, 34]. Note
that, because an MIV is so small, it is assumed to be a square. For the
TSV, we consider both our aggressive design with a 1.3� m diameter,
and the most recent TSV design produced in research [20], which
has a 5� m diameter. For the TSV, we add the area of the Keep Out
Zone (KOZ) around it; for the MIV, there is no need for a KOZ.

Structure MIV(50nm) TSV(1.3um) TSV(5um)
32bit Adder (77.7um2) <0.01% 8.0% 128.7%
32bit SRAM Cell (2.3um2) 0.1% 271.7% 4347.8%

Table 1: Area overhead of an MIV and a TSV compared to a
32-bit adder and a 32-bit SRAM cell at 15nm.

As we can see from Table 1, the MIV area accounts for a neg-
ligible overhead for both the 32-bit adder and the 32-bit SRAM
cell. In contrast, even the most aggressive TSV implementation has
noticeable overheads: its area (plus the KOZ) is equivalent to 8%
of an adder or 272% of 32 SRAM cells. Therefore, unlike TSV3D,
M3D can provide connectivity to support the ultra-�ne partition of
components of a core across layers [6, 7, 14].

2.1.2 Electrical Properties.Table 2 shows the capacitance and re-
sistance of an MIV and the two designs of TSV. We obtain the
numbers for the 5� m TSV from the literature [15, 20], and use them
to estimate the numbers for the 1.3� m TSV.
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Parameter MIV TSV
Diameter 50nm 1.3� m 5� m
Via Height 310nm 13� m 25� m
Capacitance � 0.1f F 2.5f F 37f F
Resistance 5.5
 100m
 20m


Table 2: Physical dimensions and electrical characteristics
of typical copper MIV and TSVs [15, 20, 45].

MIVs are shorter and thinner than TSVs. As a result, they have a
signi�cantly smaller capacitance but a higher resistance. The overall
RC delay of the MIV and TSV wires is roughly similar. However,
the wire power and the gate delay to drive the wire are mostly
dependent on the capacitance of the wire. Both are much smaller
in the case of MIVs. For example, Srinivasa et al. [47] show that the
delay of a gate driving an MIV is 78% lower than one driving a TSV.

2.1.3 Thermal Properties.TSV3D stacks have die-to-die (D2D) lay-
ers in between the dies. Such layers have� 13-16x higher thermal
resistance than metal and silicon layers [1]. Therefore, vertical
thermal conductance is relatively limited in TSV3D, and there are
substantial temperature di�erences across layers.

M3D integration requires only a few metal layers in the bottom
layer, as they route mostly local wires. Hence, the two active layers
in M3D are physically close to each other � typically less than
1� m apart, even with 3-4 metal layers [2, 25]. Therefore, thermal
coupling between the layers is high. In addition, the inter-layer
dielectric is only 100nm thick. As a result, vertical thermal conduc-
tion is higher than in TSV3D. Hence, the temperature variation
across layers is small.

2.2 Partitioning Granularity and Trade-o�s
M3D technology is capable of supporting the partitioning of logic
and memory structures across layers in a very �ne-grained man-
ner [6, 7, 14]. We brie�y discuss the trade-o�s in selecting the
partitioning granularity.

Transistor level (or N/P) partitioning places "N-type" and
"P-type" transistors on two di�erent layers. It allows independent
optimization of each layer for the type of transistor. It also does not
require any metal layers in between the two layers, simplifying the
manufacturing process. However, it requires a redesign of standard
library cells to use 3D stacked transistors. Further, static CMOS
designs require a via for each N/P transistor pair, which results in
a � 10-20% area overhead [28, 29].

Gate level or intra-block partitioning partitions logic or mem-
ory blocks at a gate level granularity. Adjacent gates can either be in
the same layer or in a di�erent layer. This approach allows the use
of standard CMOS libraries and also has a lower via area overhead
(at most 0.5% [40]).

Intra-block partitioning into two layers can reduce the footprint
of a core by up to 50%. A small footprint reduces the intra-block wire
length, and reduces the latency of some critical paths in the core,
such as the results bypass path, the load-to-use, and the noti�cation
of branch misprediction. It also reduces the length of the clock tree
and power delivery networks, and their power consumption.

Block level partitioning partitions the design by placing indi-
vidual blocks such as ALUs, register �les, or instruction decoders,
as units in the di�erent layers. It primarily has the same trade-o�s
as intra-block partitioning. However, there is much less �exibility

in 3D routing and, correspondingly, the wire length reductions are
much smaller. Further, it delivers no gains when the critical path is
within a block as opposed to across blocks.

In this paper, based on the capabilities of M3D, and our desire to
keep the analysis at the architecture level, we focus on intra-block
partitioning.

2.3 Prior Work on 3D Partitioning
2.3.1 Partitioning for TSV3D.Prior architectural work on partition-
ing for TSV3D has examined placing cores on top of other cores [16],
block level partitioning [11], and intra-block partitioning [41, 42].
In this section, we discuss the intra-block partitioning work, and
leave the other, less relevant work, for Section 8.

Puttaswamy and Loh [41] examine several modules within a
core and partition them into up to four layers, based on the activity
of the gates. Since the gates with the highest activity are likely to
consume the most power, the authors place them in the highest
layer, which is closest to the heat sink. The goal is to alleviate
thermal issues. For example, the least signi�cant bits of an adder
are placed in the top layer. However, such partition is not desirable
with TSV technology. As we show in Table 1, the area of a single
1.3� m-diameter TSV, together with its KOZ, is equal to 8.0% of an
adder's area. Hence, the overhead of the 16 TSVs proposed in [41]
would be 128% of the area of the adder itself. This approach would
negate any wire delay bene�ts. The same conclusion is reached by
other researchers using 3D �oor-planning tools on general logic
stages [26, 44]. They �nd no wire delay reductions due to the high
area overhead of TSVs.

Puttaswamy and Loh [42] also examine the 3D partitioning of
SRAM array structures to reduce the wire delay of an access. The
proposed strategies are bit partitioning (BP), word partitioning
(WP), and port partitioning (PP). They are shown in Figure 3. These
techniques partition the bits, words and ports, respectively, into
two or more layers using TSVs. As indicated above, TSVs take too
much area to make these designs attractive. For example, the area
of a single SRAM bitcell is� 0.05� m2 at 14nm [24], whereas the area
of a single 1.3� m-diameter TSV, together with its KOZ, is� 6.25� m2.

2.3.2 Partitioning for M3D.Some researchers have proposed ex-
ploiting the multi-layer capabilities of M3D integration to enhance
the SRAM structures. Speci�cally, Srinivasa et al. [47] use the sec-
ond layer in an M3D design to add column access capability to a
regular SRAM cell. Further, in [48], they place a few transistors
on top of the SRAM cell either to improve the robustness/noise
margins or to provide compute in memory support by performing
simple operations such as AND and OR.

Several designs propose to partition the SRAM cell into two levels
by placing n-type and p-type transistors on di�erent levels [13, 32].
As we discuss in Section 2.2, we choose to partition the design
at a gate level, which has di�erent tradeo�s than transistor-level
partitioning.

Kong et al. [27] study the bene�ts of using M3D integration to
build large SRAM arrays such as the last-level cache. They focus
on large single-ported structures. In this paper, we focus on parti-
tioning the processor core, where several key SRAM structures are
small and multi-ported.
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Figure 3: Partitioning an SRAM array using bit partitioning (a), word partitioning (b), and port partitioning (c). The �gure is
taken from [42].

Most of these works [27, 47, 48] use CACTI [4] to obtain the
access energy and delay of SRAM structures. We use the same tool.

2.4 M3D: Opportunities and Challenges
2.4.1 Opportunities.Modern core designs are constrained due to
the historically slower scaling of wire delay relative to transistor
delay. This is evident in wire-dominated structures such as SRAM
arrays and wire-dominated critical paths such as the results bypass
path. M3D integration provides a great opportunity to reduce the
wire lengths and therefore the delays by partitioning at gate-level
granularity.

M3D integration allows the optimization of the manufactur-
ing process of each layer separately, to attain di�erent power-
performance points. For example, the bottom layer can use bulk
transistors for a high-performance (HP) process, whereas the top
layer can use the slower but lower power FDSOI transistors. This
o�ers an opportunity for power savings beyond the simple choice
of transistors with di�erent Vt .

2.4.2 Challenges.The primary challenge for M3D is manufactura-
bility issues. The top layer in M3D is fabricated sequentially on
top of the bottom one. This step usually involves high temperature,
and may damage the bottom layer's devices and interconnects. One
option is to use a tungsten-based interconnect in the bottom layer,
as it has a higher melting point than copper [5, 14]. Unfortunately,
tungsten has 3x higher resistance than copper and results in a signif-
icant wire delay increase. Further, the use of tungsten may still not
be su�cient, as the bottom layer transistors can still be damaged.

Alternatively, the top layer can be processed at a signi�cantly
lower temperature, using laser-scan annealing techniques [35, 43].
However, the M3D IC manufactured using this process showed a
performance degradation of 27.8% and 16.8% for PMOS and NMOS
devices, respectively [43]. A more recent study estimates that the
delay of an inverter in the top layer degrades by 17% [45]. As a
result, the authors found that gate-level partitioning of LDPC and
AES blocks causes their frequency to go down by 7.5% and 9%,
respectively. Overall, the lower performance of the top layer poses
challenges to the partitioning of the core.

A second challenge is a scarcity of CAD tools for 3D, which are
currently being developed [12, 39]. In this paper, we do not address
this challenge.

3 PARTITIONING A CORE IN M3D
In this paper, we examine how to partition a core into two layers
in M3D. For now, we assume that both M3D layers have the same
performance. We present a hetero-layer design in Section 4. We
consider in turn the logic stages, storage structures, and other
structures.

3.1 Logic Stages
The wires in a logic pipeline stage can be classi�ed into local, semi-
global, and global. Local wires connect gates that are close to each
other. These wires comprise most of the intra-stage critical path
wire delay. To optimize these wires, the best approach is to use CAD
tools for place and route. It has been shown that 3D �oor-planners
customized for M3D integration reduce the lengths of local wires
by up to 25% [38, 44]. There is little scope for further optimization
of local wires using micro-architectural insights.

Semi-global wires connect one logic block to another logic block
within a stage. These wires are often critical to performance from
a micro-architectural viewpoint. Some examples are wires in the
micro-architectural paths that implement the ALU plus bypass
network, the load to use, and the branch misprediction noti�cation.
M3D integration of a pipeline stage can reduce the footprint of the
stage by up to 50% � in this case reducing the distance traversed
by the semi-global wires by up to 50%. Like in Black et al. [11], we
estimate that a 3D organization reduces the latency of the load to
use and branch misprediction noti�cation paths, possibly saving
one cycle or more in each path.

Global wires span a signi�cant section of the chip and may take
multiple clock cycles. The global footprint reduction reduces the
length of a global wire. An example of global wire is a link in a
Network-on-Chip (NoC). If we manage to fold each core into about
half of its original area, two cores can share a single NoC router stop
(Figure 4). In this case, we halve the distance between neighboring
routers and reduce the number of hops. This design reduces the
average network delay for the same number of cores.

Figure 4: Two cores sharing the L2s and the router stop.
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