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ABSTRACT
Graph Neural Networks (GNNs) are becoming popular because they are effective at extracting information from graphs. To execute GNNs, CPUs are good platforms because of their high availability and terabyte-level memory capacity, which enables full-batch computation on large graphs. However, GNNs on CPUs are heavily memory bound, which limits their performance.

In this paper, we address this problem by alleviating the stress of GNNs on memory with cooperative software-hardware techniques. Our software techniques include: (i) layer fusion that overlaps the memory-intensive phase and the compute-intensive phase in a GNN layer, (ii) feature compression that reduces memory traffic by exploiting the sparsity in the vertex feature vectors, and (iii) an algorithm that changes the processing order of vertices to improve temporal locality. On top of the software techniques, we enhance the CPUs’ direct memory access (DMA) engines with the capability to execute the GNNs’ memory-intensive phase, so that the processor cores can focus on the compute-intensive phase. We call the combination of our software and hardware techniques Graphite.

We evaluate Graphite with popular GNN models on large graphs. The result is high-performance full-batch GNN training and inference on CPUs. Our software techniques outperform a state-of-the-art GNN layer implementation by 1.7-1.9x in inference and 1.6-2.6x in training. Our combined software and hardware techniques speed-up inference by 1.6-2.0x and training by 1.9-3.1x.

CCS CONCEPTS
• Computing methodologies → Neural networks; • Computer systems organization → Multicore architectures; Single instruction, multiple data.

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org.

ACM Reference Format:

1 INTRODUCTION
Deep Neural Networks (DNNs) have attained state-of-the-art results across a range of tasks from image recognition [30] to speech recognition [2], scene generation [37], and game playing [44]. However, traditional DNNs such as Convolutional Neural Networks (CNNs) are only applicable to Euclidean data, such as a grid of pixels in an image. They lack the power to process non-Euclidean data, such as graphs [51].

Graphs model a set of objects (vertices) and their relationships (edges). Many important types of data are represented as graphs — e.g., a network of e-commerce products that are purchased together, the biologically meaningful associations between proteins, or a citation network of papers [23]. Graphs are often irregular. They have a set of unordered vertices, and each vertex may link to a different number of neighbors. Consequently, operations like convolutions are difficult to apply in the graph domain [51]. As a result, there is an increasing demand for a DNN model that can operate on graphs. Graph Neural Networks (GNNs) fill this need. They have been proven effective in social science [21, 29], physical systems [41], knowledge graphs [20], and other domains [12, 14].

Although the community often uses GPUs to run GNNs [26], and has proposed several accelerators for GNNs [15, 33, 54], running GNNs on CPUs has benefits. First, CPUs are ubiquitous. For example, data centers possess a high number of spare CPUs during off-peak hours that can be utilized to perform GNN tasks, lowering the Total Cost of Ownership (TCO) [1, 40, 46, 53]. Second, CPUs can be equipped with terabytes of memory [40, 53]. Memory capacity is a major limiting factor in GNN execution. Real-world graphs can have millions to billions of vertices [4, 6], and their footprint may occupy tens to hundreds of gigabytes.
Although techniques such as neighborhood sampling and vertex mini-batching are proposed to cope with GPUs’ limited memory capacity [21], these workarounds have drawbacks. They induce vast under-utilization of the compute capacity [24, 31], may degrade the network accuracy [21, 26], and induce significant overhead through additional costly operations [47]. Instead, a CPU can work with full-batches without sampling for large graphs. It also enables wider and deeper network structures, which are trending [31, 32, 34]. In light of these benefits, the goal of this paper is to characterize and optimize the execution of GNNs on CPUs.

Efficiently executing GNNs on CPUs is non-trivial. While traditional DNN workloads are usually regular and compute-intensive, GNNs are irregular and often memory-intensive, which is due to the sparse connections in graphs. Therefore, GNNs pose distinct performance challenges compared to other DNNs. We profiled GNN workloads using the state-of-the-art DGL framework [49] on a CPU server and found that the executions are heavily DRAM-bandwidth bound — less than 10% of the pipeline slots are spent on useful computation. Therefore, alleviating the stress on memory is key to speeding-up GNN workloads on CPUs.

In this paper, we propose cooperative software–hardware techniques to tackle this memory problem. We call the combination of our techniques Graphite. We start with three software techniques. First, we note that a GNN layer is composed of a memory-intensive aggregation phase, where each vertex collects information from its neighbors, and a compute-intensive update phase, where a deep learning operator such as a fully-connected layer processes the collected information [56]. Hence, to speed-up the execution, we fuse the two phases, overlapping the memory accesses of the aggregation phase with the computation of the update phase. Second, we observe that the vertex features in the hidden GNN layers often contain a moderate number of zeros due to the use of the rectified linear unit (ReLU) and dropout. Hence, we reduce memory traffic by compressing the sparse features before writing to memory and decompressing them after reading from memory. Third, we develop an effective algorithm to improve temporal locality by rearranging the processing order of the vertices.

Although these three software optimizations are effective, there are still remaining issues to address. Specifically, processor cores stall while fetching low-locality data in the aggregation phase. Therefore, we propose a light-weight near-memory compute unit on top of the software techniques. We observe that modern Direct Memory Access (DMA) engines include the gather functionality [25, 42, 52]. Since the aggregation is generally a gather and a reduce, we propose to augment the DMA engines to offload the aggregation from the processor cores. Since the aggregation reuses many existing resources in the original DMA engines, the hardware extensions are limited.

The Graphite software and hardware techniques are synergistic in most cases. Their combined capabilities result in greatly reduced private cache accesses and miss rates, higher DRAM bandwidth utilization, and substantial compute-memory overlap.

Overall, in this paper, we make the following contributions. First, we develop effective software techniques to relieve the DRAM bandwidth pressure in GNN workloads running on CPUs. Second, we address the remaining memory issues by proposing a novel DMA engine that offloads the GNN aggregation. We apply these software–hardware optimizations to both inference and training. Third, we validate our techniques with full-batch computation on medium to large scale graphs. We evaluate our software techniques on a 28-core server, and our hardware technique on a simulator. Our software techniques outperform a state-of-the-art GNN layer implementation on popular GNN models by 1.7-1.9x in inference and 1.6-2.6x in training. Our combined software and hardware techniques speed-up inference by 1.6-2.0x and training by 1.9-3.1x.

2 BACKGROUND

2.1 Graph Neural Networks (GNNs)

GNNs have become popular tools to extract information from graphs, which is hard for other types of DNNs [51]. To introduce the general formulation of GNNs, we use the notations in Table 1.

<table>
<thead>
<tr>
<th>Description</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\mathcal{G})</td>
<td>vertices of (\mathcal{G})</td>
</tr>
<tr>
<td>(\mathcal{E})</td>
<td>degree of vertex (v)</td>
</tr>
<tr>
<td>(N(v))</td>
<td>sampled subset of (N(v))</td>
</tr>
<tr>
<td>(e_{u,v})</td>
<td>adjacency matrix</td>
</tr>
<tr>
<td>(K)</td>
<td>vertex feature vector</td>
</tr>
<tr>
<td>(h)</td>
<td>feature vector of vertex (v)</td>
</tr>
<tr>
<td>(\omega)</td>
<td>aggregation feature vector</td>
</tr>
<tr>
<td>(b)</td>
<td>update bias vector</td>
</tr>
</tbody>
</table>

The inputs to GNNs are graphs. A graph \(\mathcal{G} = (\mathcal{V}, \mathcal{E})\) has vertices \(\mathcal{V}\) and edges \(\mathcal{E}\). Each vertex/edge can have a feature vector. Each element in a feature vector is a scalar feature. In this paper, we study the cases where vertices have features while edges do not.

A GNN has \(K\) layers. Each layer contains an aggregation phase and an update phase [56]. In the aggregation phase of layer \(k\), each vertex \(v\) reduces its neighbors’ as well as its own feature vectors at layer \(k-1\) to create the aggregation feature vector \(a^k_v\) through an aggregation function:

\[
a^k_v = \text{AGGREGATE}(h^k_v) \quad \forall u \in N(v) \cup \{v\}
\]

Next, in the update phase, the vertex computes its output feature vector \(h^k_v\) by applying an update function on \(a^k_v\):

\[
h^k_v = \text{UPDATE}(a^k_v)
\]

After \(K\) layers, each vertex’s feature vector is a function of its neighbors up to \(K\) hops away.

To execute GNNs with large input graphs on memory-limited devices such as GPUs and accelerators, it is essential to first divide the graph into mini-batches of vertices. Then, one may perform a breadth-first search (BFS) to find the \(K\)-hop neighborhood of each vertex in a mini-batch. Finally, only the input feature vectors of the neighborhoods need to be transferred to the device memory.

However, depending on the graph structure and the depth of the network, the BFS can span the entire connected components that contain the vertices in the mini-batch, which can still be too large for the device memory. Hence, to confine each mini-batch’s memory footprint, some networks sample each vertex’s neighborhood before
the aggregation phase [21, 55], by randomly selecting up to some pre-determined number of neighbors for each vertex:

$$S(v) = \text{SAMPLE}^k(N(v))$$  (3)

With a fixed sample size, the upper bound of the working set of each mini-batch is predetermined. The sampling process is generally performed on CPUs [10, 39].

Different GNN models may adopt various aggregation and update functions. Table 2 presents two popular GNN models: the Graph Convolutional Network (GCN) [29] and the GraphSAGE (SAGE) with the mean aggregator [21].

Table 2: Example GNN models.

<table>
<thead>
<tr>
<th>GNN</th>
<th>Aggregation</th>
<th>Update</th>
</tr>
</thead>
<tbody>
<tr>
<td>GCN</td>
<td>$\sum (h_{u}^{k-1} / \sqrt{\text{degree}(u)}) \mid \forall v \in N(v) \cup {u}$</td>
<td>$\text{ReLU}(W^k v^{k} + b^k)$</td>
</tr>
<tr>
<td>SAGE</td>
<td>$\sum h_{u}^{k-1} / (\text{degree}(u) + 1) \mid \forall v \in N(v) \cup {u}$</td>
<td>$\text{ReLU}(W^k v^{k} + b^k)$</td>
</tr>
</tbody>
</table>

Both models use the same update function: a fully-connected (FC) layer activated with the rectified linear unit (ReLU). Their difference lies in the aggregation function. In GCN, each vertex first normalizes each neighbor’s and its own feature vectors. It then sums the normalized feature vectors. In GraphSAGE, each vertex takes the element-wise average of its neighbors’ and its own feature vectors. Despite the difference, the aggregation functions of the two models both gather each vertex neighbors’ feature vectors, process each gathered feature vector with a function $\psi$, and finally perform a reduction. Both models can adopt sampling by replacing $N(v)$ with $S(v)$ in the aggregation.

Training GNNs follows the general DNN training principles. The training process iteratively updates the trainable parameters (i.e., $W$ and $b$ in the two example models) with a loop of the forward pass and the backward pass. The forward pass computes the outputs with the current parameters, compares them with the ground truth, and produces errors. The backward pass propagates error gradients with the chain rule and updates the parameters accordingly.

Popular GNN frameworks include PyTorch Geometric (PyG) [11] and the Deep Graph Library (DGL) [49].

2.2 Sparsity in GNNs

Sparsity in a neural network is the presence of zeros in any of the input or output tensors. Zero-valued inputs result in useless multiplications and/or additions during the aggregation and update phases. Reading these zero-valued inputs from memory also wastes bandwidth. If we can efficiently “skip over” the zeros, we may save computation and/or memory bandwidth.

A GNN model can contain sparsity from various sources. First, a typical graph often has highly-sparse connections, i.e., each vertex is connected to a small subset of other vertices. When expressing the connections as an adjacency matrix, $A$, the matrix is usually over 99% sparse. For example, the Amazon product co-purchasing network dataset (products) [23] has 2.4M vertices and 62M undirected edges, suggesting that $A$ is 99.998% sparse. When uncompressed, the footprint of $A$ is $O(|\mathcal{V}|^2)$, but when using a typical compressed format such as compressed sparse row (CSR), the footprint is only approximately $O(|\mathcal{E}| + |\mathcal{V}|)$. In addition, as the graph structure is fixed, so are the locations of the zeros. For these reasons, the adjacency matrix is often compressed. Frameworks such as DGL use the CSR format.

The second source of sparsity lies in the features. Some GNNs employ ReLU, which sets any negative scalar output feature to zero [51]. ReLU typically induces 40-90% sparsity [17]. In addition, feature dropout can also sparsify the features. It is widely adopted to reduce overfitting [45]. During training, a predefined fraction of the hidden features, often 50%, are randomly selected and set to zero. We profiled a 20-epoch training of a three-layer GraphSAGE on the ogbn-products dataset, and found that ReLU sparsifies the input features to the second layer by over 60%, and dropout further sparsifies them to over 80%. Furthermore, the sparsity of the input features to the third layer is even higher, reaching over 90%.

Sparsity in the features is hard to exploit. Both ReLU and dropout introduce a moderate amount of zeros. Also, the sparsity pattern changes dynamically, so frequent compression becomes costly. Therefore, feature sparsity is rarely exploited, and features are typically stored in a regular (dense) representation.

2.3 Scatter-Gather DMA

The aggregation phase of GNNs consists of each vertex gathering its neighbors’ feature vectors and performing a simple reduction. Currently, machines execute this phase very inefficiently: processors spend substantial time fetching data from the lower levels of the cache hierarchy to only perform a simple computation, and are then unlikely to reuse the data from their caches because the data has poor locality.

One direction to improve efficiency is to offload the aggregation to a near-memory processor. However, these processors add significant hardware overhead and do not currently exist in commercial systems. On the other hand, we notice that Direct Memory Access (DMA) engines, such as various FPGA IPs [42, 52], do exist in current systems and are light weight. They support minimal functionality like a scatter-gather function. Hence, there is an opportunity to augment DMA engines to implement hardware-assisted aggregation with relatively low cost and minimal intrusiveness.

Existing DMA engines usually employ a descriptor-based programming interface. A descriptor encodes the source and destination addresses of the data block to be transferred, as well as its size. The scatter/gather operations supported are essentially batched data transfers. To describe a gather operation, the software needs to supply a chain of descriptors, where each one encodes the movement of a contiguous data block. The chain can be in the form of a linked list (e.g., Xilinx AXI [52] in Figure 1a) or an array (e.g., Intel DSA [25] in Figure 1b).

Figure 1: Scatter-gather DMA descriptor chain.
3 MOTIVATION: GNNS ON CPUS

GPUs and accelerators are popular platforms for various types of DNNs due to their high compute power. While this is true for GNNs too [15, 26, 33, 54], CPUs are also a viable platform for GNNS [36] for at least two reasons. First, CPUs are ubiquitous. For example, data centers possess a high number of spare CPUs during off-peak hours that can be utilized to perform GNN tasks, lowering the Total Cost of Ownership (TCO) [1, 40, 46, 53].

The second reason is that GNN execution requires large memory capacities. For example, real-world graphs can have millions to billions of vertices [4, 6], so the footprint of their feature matrices may occupy tens to hundreds of gigabytes. Traditionally, the memory devices used in GPUs and accelerators prioritize throughput over capacity. As a result, GNN memory footprints typically exceed GPUs and accelerators’ memory capacity.

To run large input graphs on those devices, one may use sampling and mini-batching to confine the working sets. However, these techniques have drawbacks. First, the size of the K-hop neighborhood grows exponentially with the number of layers K. With enough layers, GPU users may be forced to use a tiny mini-batch size to fit the working sets in the device memory, which vastly underutilizes the compute capacity [24, 31]. Second, sampling may degrade the network accuracy [21, 26]. Third, the techniques induce significant overhead [10, 39].

To examine the overhead of the sampling and mini-batching techniques, we profiled the training of a sampled GraphSAGE on the products dataset with DGL on a CPU-GPU heterogeneous platform. The GNN layers are computed on a Nvidia Titan V GPU while the sampling is performed on a 12-core CPU. We experimented with mini-batch sizes from 1024 to 4096. Figure 2 shows the breakdown of the training epoch time. The numbers in the figure are the time spent on: (i) sampling/mini-batching and (ii) GNN layer computation. We see that the sampling and mini-batching astoundingly contribute to over 80% of the total training time. Moreover, the training time increases significantly as the mini-batch size shrinks.

Figure 3: Breakdown of the pipeline slots spent on retiring micro-ops or stalled by different bottlenecks during a full-batch training of GraphSAGE on a CPU.

We observe that only 10% of the pipeline slots are attributable to useful work. Further, in 62% of the slots, the pipeline is stalled waiting for loads and stores. In addition, it can be shown that the L1 data cache line fill buffer is full almost 100% of the time, hinting that L1 misses are often satisfied from deep in the memory hierarchy, such as from main memory. This is because the aggregation phase typically constitutes over 80% of the execution time. Since the aggregation performs a simple reduction for each vertex after gathering its neighbors’ feature vectors, the operation is highly memory-intensive. Therefore, reducing main memory bandwidth pressure appears to be key to optimize GNN workloads on CPUs.

In the rest of this paper, we present and evaluate new software and hardware techniques to accomplish this goal.

4 SOFTWARE OPTIMIZATION TECHNIQUES

This section presents our software techniques to optimize GNN execution on multi-core CPUs. The optimizations in Sections 4.1-4.3 benefit both training and inference, while the one in Section 4.4 further optimizes training.

4.1 Parallel Vectorized Aggregation

The aggregation phase dominates the execution time of a GNN layer. In the aggregation, each vertex v first gathers the feature vectors from 𝑢 ∈ 𝑁(𝑣) ∪ {𝑣}, then performs an element-wise reduction, and finally updates its aggregation feature vector, a_v. All working sets but a^K, are read-only. Therefore, we output-parallelize the aggregation by letting threads compute different subsets of a^K. This avoids race conditions and requires no synchronization among threads.

Algorithm 1 shows our parallel vectorized aggregation. In Line 1, we divide V into chunks of T vertices. Each parallel task operates on a chunk. The processing time of a chunk correlates with the degrees of the vertices in it. The degrees can vary significantly and sometimes follow a power law distribution [36]. To balance the load among threads, we schedule the parallel tasks with OpenMP’s dynamic scheduler.

A parallel task performs aggregation on each vertex v in the assigned chunk (Lines 4-7). Because the feature vector of a vertex often has hundreds of elements, we vectorize the feature gathering, processing, and reduction (Line 7).
Algorithm 1: Parallel vectorized aggregation.

<table>
<thead>
<tr>
<th>input</th>
<th>: graph $\mathcal{G} = (V, E)$, input feature matrix $h^{k-1}$, reduction operator $\psi$, feature processor $\phi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>output</td>
<td>: aggregation feature matrix $a^k$</td>
</tr>
<tr>
<td>constant</td>
<td>: task size $T$, vector length $V$, prefetch distance $D$</td>
</tr>
<tr>
<td>for $i = 0$ to $</td>
<td>V</td>
</tr>
<tr>
<td>for $j = 0$ to $T$ do</td>
<td></td>
</tr>
<tr>
<td>$v = \mathcal{V}_{i+j}$</td>
<td></td>
</tr>
<tr>
<td>$a^k_v = {0}$</td>
<td></td>
</tr>
<tr>
<td>for $u \in \mathcal{N}(v) \cup {v}$ do</td>
<td></td>
</tr>
<tr>
<td>for $m = 0$ to $</td>
<td>a^k_u</td>
</tr>
<tr>
<td>$a^k_{uv} = a^k_{uv}[m:m+V-1] \oplus \psi(h^{k-1}_{uv}[m:m+V-1])$</td>
<td></td>
</tr>
<tr>
<td>$v' = \mathcal{V}_{i+j+D}$</td>
<td></td>
</tr>
<tr>
<td>PREFETCH($h^{k-1}_{v'}</td>
<td>\forall v' \in \mathcal{N}(v') \cup {v'}$)</td>
</tr>
</tbody>
</table>

Algorithm 2: Fused aggregation and update.

<table>
<thead>
<tr>
<th>input</th>
<th>: graph $\mathcal{G} = (V, E)$, input feature matrix $h^{k-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>output</td>
<td>: aggregation feature matrix $a^k$, output feature matrix $h^k$</td>
</tr>
<tr>
<td>constant</td>
<td>: block size $B$, blocks per task $T$, prefetch distance $D$</td>
</tr>
<tr>
<td>for $i = 0$ to $</td>
<td>V</td>
</tr>
<tr>
<td>for $j = 0$ to $T - B - 1$ step $B$ do</td>
<td></td>
</tr>
<tr>
<td>$v = \mathcal{V}_{i+j+m}$</td>
<td></td>
</tr>
<tr>
<td>$a^k_v = \text{AGGREGATE}(h^{k-1}_u</td>
<td>\forall u \in \mathcal{N}(v) \cup {v})$</td>
</tr>
<tr>
<td>$v' = \mathcal{V}_{i+j+msD}$</td>
<td></td>
</tr>
<tr>
<td>PREFETCH($h^{k-1}_{v'}</td>
<td>\forall v' \in \mathcal{N}(v') \cup {v'}$)</td>
</tr>
<tr>
<td>for $m = 0$ to $B - 1$ do</td>
<td></td>
</tr>
<tr>
<td>$v = \mathcal{V}_{i+j+m}$</td>
<td></td>
</tr>
<tr>
<td>$h^k_v = \text{UPDATE}(a^k_v)$</td>
<td></td>
</tr>
</tbody>
</table>

After the aggregation of each vertex, we prefetch the features needed by a later aggregation with a distance $D$ (Line 9). Since the execution is mainly DRAM bandwidth bound, the L1D fill buffer is often full of pending misses. In such cases, adding excessive software prefetch can instead degrade the performance. Hence, although not shown in the algorithm, we empirically choose to prefetch only the first two cache lines of each feature vector.

We use a just-in-time (JIT) assembler to tailor the aggregation kernel to each layer’s specification (e.g., the length of the feature vectors). Dynamically generated kernels use registers more efficiently by using layer-specific constants. They also avoid overhead such as unnecessary boundary checking. The kernels are generated only once during the entire training/inference session because the code is tailored to the model but not the data. Hence, the overhead of the dynamic code generation is amortized [16, 17].

4.2 Layer Fusion

The aggregation phase is irregular and memory-intensive, while the update phase is regular and compute-intensive. Conventionally, a GNN layer first aggregates all vertices, placing little pressure on compute hardware but a lot on the memory hierarchy, and then updates the vertices, flipping the hardware utilization. We propose to fuse the phases to overlap the memory movement with the compute.

Algorithm 2 describes the fusion. We parallelize it by partitioning the output working sets, which are both the aggregation feature matrix $a^k$ and the output feature matrix $h^k$. Each parallel task performs a fused aggregation-update on $T$ blocks of $B$ vertices per block in the $j$-loop (Lines 2-10). It iterates through the assigned vertices with a block size $B$ (Line 2). In each $j$-loop iteration, it aggregates $B$ vertices in Lines 3-7 and then updates them in Lines 8-10. The AGGREGATE function is equivalent to Lines 4-7 in Algorithm 1.

Memory and compute overlap in two ways. First, within a single thread, the prefetch operations in the $j$-loop iteration $j'$ may prefetch for a future $j$-loop iteration $j' + n$. Therefore, during an update phase, the hardware prefetches features needed by a future aggregation phase. Second, when we consider all of the threads, aggregation and update operations may happen simultaneously for different threads.

Figure 4 shows how the two phases on three threads running on separate cores may overlap. Critically, we do not synchronize threads within the parallel loop; thus, we do not force threads to be out of phase with respect to each other, but expect this to happen naturally. In the figure, the aggregation phases on different cores take varied latency, so the subsequent updates start at different times and can overlap with the aggregation phases on other cores.

Figure 4: Aggregation and update on three cores P0-P2 can overlap without synchronization.

Besides inducing compute-memory overlap, layer fusion also reduces DRAM traffic and/or footprint, as shown in Figure 5. Without fusion, when $a^k$ is much larger than the cache, the aggregation writes the entire $a^k$ to DRAM, and the subsequent update fetches $a^k$ from DRAM again (Figure 5a). In contrast, the fused implementation produces less DRAM traffic in both training and inference. In each $j$-loop iteration, the aggregation produces a block of $a^k$, which is then consumed by the subsequent update. With a proper $B$, the $a^k$ block resides in cache between the two phases (Figure 5b). Additionally, in inference, since there is no back-propagation, the fused implementation does not need to keep the entire $a^k$ for all vertices. Instead, we only need a reusable buffer to hold the block of $a^k$. We can discard the buffer’s content after an update, and use it for the next $a^k$ block (Figure 5c). In training, the entire $a^k$ is needed for back-propagation, so this footprint reduction is inapplicable.

4.3 Feature Compression

The feature matrix $h$ may be moderately sparse because of ReLU and/or feature dropout. Since aggregation uses so much DRAM bandwidth, we can improve performance by avoiding transferring zero-valued elements in the features. However, as discussed, using...
To compress a sparse vector, the first step is to compare it with a vector of zeros, using a vector compare instruction, to produce a mask (Figure 6a). Each of the set-bits in the mask indicates the position of a non-zero element in the sparse vector. The second step executes the compression instruction with the mask (Figure 6b). It collapses all the bubbles in the original vector and compacts it to a dense vector. We save both the mask and the compacted vector. To restore the sparse vector from the compacted form, we execute the decompression instruction with the mask generated during compression (Figure 6c). This expands the dense vector back to the sparse vector.

The only meta data of the compression scheme is the mask. Each feature element requires one bit. Hence, if each feature has 32 bits, the space overhead is 1/32 = 3.125% of the uncompressed feature matrix, regardless of the sparsity level. For moderate sparsity, as we expect, this overhead is small. For example, when 32-bit features are 50% sparse, the traffic from reading/writing the features is efficiently reduced by 50% = 3.125% = 46.875%.

While one could use the compression method to also reduce the memory footprint of h, we do not do this. It would make compressed feature vectors occupy variable spaces and consequently requires an additional indirection to access them. This harms fast random accesses to feature vectors, which are critical. Therefore, we maintain a constant-sized storage for each feature vector, and simply use only the fraction of it needed by the compressed data. Our purpose in compressing feature vectors is purely to save DRAM bandwidth when reading and writing them, which is achieved with this scheme.

### 4.4 Temporal Locality Improvement

We also reduce DRAM bandwidth pressure by reducing the reuse distance of each feature vector. In aggregation, each vertex gathers its neighbors’ features. If we process two vertices with a common neighbor close together in time, that common neighbor’s features will have a small reuse distance, and will likely be cached for the second access. Thus, the processing order of vertices influences the temporal locality.

We access a given vertex’s feature vector a number of times equal to the degree of the vertex plus one. Thus, to minimize overall reuse distance, we prioritize the temporal reuse of the features of high-radix vertices. Algorithm 3 describes a method to do this. In the algorithm, L is a collection of ∣V’∣ sets. The algorithm builds the sets such that each vertex is placed in only one of these sets, and any vertex placed in set L is read vertex v’s feature vector during aggregation. However, not all the vertices reading v’s features are guaranteed to be in L because a vertex is only assigned to the set of its highest-degree neighbor. In this way, we build up the sets of high-degree vertices at the expense of those of low-degree vertices.

The algorithm works as follows. Each set is initially empty (Line 1). We populate the sets using a greedy algorithm (Lines 2-7). For each vertex v, we assign it to L where u’ is the vertex with the highest degree among N(v) ∪ {v}. After all vertices are assigned, we generate a processing order M of vertices in Lines 8-12. During aggregation, vertex M is processed immediately after Mi.
The time complexity of the algorithm is $O(|\mathcal{E}|+|\mathcal{V}|)$, which scales well with large graphs. For inference, the overhead can exceed the benefit. However, for training, we reuse graphs in each training iteration, so the cost of the algorithm is easily amortized. Therefore, we only apply this optimization in training.

## 5 HARDWARE ASSISTED AGGREGATION

While the previous software techniques are effective at speeding-up GNN workloads, they still leave performance on the table: processor cores are often stalled waiting for data during aggregation. To address this problem, we propose to offload aggregations from the cores to DMA engines.

In our design, we augment DMA engines that already include gather functionality. Figure 7 shows a block diagram of the enhanced DMA engine. Figure 7a is the top level diagram. It shows that each core is equipped with a DMA engine attached to its L2 cache. The engine takes commands from the core and shares the port to the network on chip (NoC) with the L2. We choose to place the DMA engine near the L2 for several reasons. First, this enables the DMA engine to have easy access to the second-level TLB (STLB). The DMA engine uses virtual addresses and accesses the STLB for address translation. Second, the DMA engine can easily place the results of the aggregation into L2, so that the core can fetch them quickly in the subsequent update phase. Last but not least, the aggregation can benefit from the locality captured in the shared L3.

Our DMA engine works in user space. Modern DMAs such as Intel’s Data Streaming Accelerator (DSA) [25] can work in this way.

Figure 7b shows the components in the DMA engine, with storage components shaded. The engine works as follows. The core issues a command by enqueueing a descriptor in user space with a dedicated instruction. To perform an aggregation, the control unit first fetches the indices of the inputs from memory to the index buffer. It then fetches the input data blocks to the input buffer, accordingly. It may also optionally fetch an array of factors to the factor buffer, as will be discussed later. It tracks all memory requests in the Memory Request Tracking Table. Next, it computes the reduction in a 4-lane vector unit, holding intermediate results in the output buffer. We choose the width of the vector unit such that the computation does not become a bottleneck. After all inputs are processed, the engine flushes the output buffer to the L2 cache. During the process, the engine performs address translation by looking up the STLB with an address unit.

We opt not to implement the feature compression in the DMA engine. This is because the compression hardware is expensive. Since only the models that use ReLU or dropout benefit from feature compression, the use case does not justify the hardware cost. Next, we discuss the descriptor and the aggregation operation in detail.

### 5.1 The Aggregation Descriptor

Existing DMA designs use a chain of descriptors to encode a gather operation (Section 2.3). Each descriptor in the chain describes a continuous block of data being gathered. This approach is suboptimal for typical GNN aggregations since the data blocks (in this case, the feature vectors) are relatively small. For example, a 256-element single precision feature vector is only 1KB. Furthermore, rather than describing a set of arbitrarily-sized blocks, we need to only describe a set of fixed-size blocks. Thus, we encode the entire aggregation operation with a single, new descriptor.

Figure 8 shows our proposed 64-byte descriptor and its fields. In the descriptor, \( \text{red}_\text{op} \) encodes the reduction operator. \( \text{bin}_\text{op} \) encodes the optional binary operator applied on the gathered feature vectors and the elements from a factor array. This is to support the feature processing function \( \psi \) described in Algorithm 1. We will discuss the actualization of \( \psi \) in Section 5.2. \( \text{idx}_\text{t} \) and \( \text{val}_\text{t} \) describe the data types of the index array elements and of the input/output elements, respectively.

![Figure 7: Our enhanced DMA engine.](image)

Figure 8: Proposed descriptor for the aggregation operation.

Field \( E \) contains the number of elements in each gathered data block. Since the user may want to align data blocks, e.g., to cache line boundaries, the descriptor also includes the \( S \) field, which encodes...
the padded size of each data block in bytes — which may include some padding bytes. Field $N$ is the number of data blocks being gathered. $IDX$ is the starting address of the index array. $IN$ is the base address of the memory that contains all the data blocks being gathered. $OUT$ is the starting address where the aggregation results are written to. $FACTOR$ points to the optional factor array when performing a binary operation. Finally, the DMA engine writes the completion status of each operation to the completion record array $STATUS$. Note that all the addresses are virtual.

Figure 9a shows how the fields are set in an example aggregation. The example is for a graph with 4 vertices. Hence, the adjacency matrix $A$ has a dimension of $4 \times 4$, and the input feature and the aggregation feature matrices each has 4 rows. In the example, $val_t$ is one word. Assume that each vertex has 3 one-word features. Since we want to align each feature vector to 4-word cache lines, each feature vector is padded with one additional element. Figure 9a shows the input feature matrix and the aggregation feature matrix before the operation is performed. We see the values of $E$ and $S$.

![Figure 9: Descriptor fields of an example aggregation.](image)

**Figure 9b** shows the adjacency matrix $A$ in both regular (left) and CSR (right) formats. It also highlights the data used in the aggregation for the second vertex. In this case, the number of data blocks is $N = 3$, which is the number of non-zeros in the second row. $N$ is easily derived from the CSR row pointers. $IDX$ is set to the starting index of the second row in the CSR column indices. If the elements in $A$ are the edge weights used as factors, as will be discussed in Section 5.2, $FACTOR$ points to the starting index of the second row in the CSR value array. Finally, as shown in Figure 9a, $IN$ points to the starting address of the input feature matrix and $OUT$ points to the second row of the aggregation matrix, where the results will be written to.

In this example, the aggregation for the second vertex will read rows $h_0$, $h_2$, and $h_3$ from the input feature matrix, and update row $a_1$ from the aggregation feature matrix.

### 5.2 The Aggregation Operation

Algorithm 4 describes the DMA-aggregation algorithm. In the algorithm, $B$ is the output buffer and $d$ is the aggregation descriptor. Arrays $d.IN$, $d.OUT$, $d.FACTOR$, and $B$ are indexed in $d.val_t$ units. For each of the $N$ inputs, the algorithm calculates the index of each of its $E$ elements (Line 4). Note that, for simplicity, the algorithm assumes that $d.S$ is a multiple of $sizeof(d.val_t)$. The actual hardware does not have this constraint.

If a feature processing function $\psi$ is present, the algorithm applies the binary operator to the input element and the corresponding factor element (Line 5). This covers a wide range of $\psi$ such as normalization. The host software is responsible for generating the factors. For example, if $\psi$ is normalization, the host should compute the normalization factors and place them in the factor array, while the binary operator is set to “multiply”. Finally, we apply the reduction operator to the processed input element and the corresponding buffer element (Line 6). After an input data block is processed, it writes the completion status to the completion record (Line 7). If the status indicates a failure, the remaining operations are aborted.

The algorithm omits this case for simplicity. After all input data blocks are processed in the loop (Lines 2-7), the algorithm flushes the buffer to the output in Lines 8-9. Note that, when $red_op$ is “sum” while $bin_op$ is “multiply”, the algorithm essentially performs a dense-matrix sparse-vector multiplication.

The DMA engine fetches the indices, inputs, and optionally the factors from memory. For each address, it sends a request to the home directory of the address. That directory finds the data and replies to the engine. These fetches are parallelized. The number of entries in the index buffer, input buffer, factor buffer, and memory request tracking table determine the maximum number of fetch requests in flight. Besides structural limits, requests also obey dependences. Specifically, we need the indices first, to calculate the addresses of the inputs.

Figure 10 is an example that illustrates how the DMA hardware performs concurrent fetches, interleaves index and input data fetches, and gives priority to indices to make progress. The figure shows a timeline of the occupancy of a 2-entry index buffer (top) and a 4-entry tracking table (bottom). The entries in the index buffer contain fetched indices ($idx[i]$). They are in Reserved state when they are waiting for the indices to come from memory; they are in Occupied state when the indices have arrived but have not all been used to issue the corresponding input data fetches. Each entry in the tracking table is an outstanding request: when an address is first placed in an entry, the engine issues a request to memory, and when the data returns, the entry is freed. Of course, to calculate the address of an input $i$, one needs to first fetch $idx[i]$. The figure assumes that each requested line contains either two index elements or half of a data block.

At time $t_0$, the DMA engine allocates tracking table entries 0 and 1 to fetch indices $idx[0:1]$ and $idx[2:3]$, and reserves index buffer entries 0 and 1 for when they are received. When $idx[0:1]$ is received
at t1, the tracking table allocates entries for and fetches line 0 and 1 of input 0, and line 0 of input 1. There is no space for line 1 of input 1 until idx[2:3] arrives at t2. At that time, the tracking table allocates an entry for and fetches line 1 of input 1, and the index buffer frees-up idx[0:1] and reserves an entry for idx[4:5]. As soon as a tracking table entry is freed-up at t3, the table gives priority to allocate an entry for and fetch idx[4:5] over input data. The rest of the timeline proceeds as described.

It is possible that, because of dependences, some tracking table entries are temporarily unused. Rather than underutilizing the memory bandwidth, the DMA engine simultaneously processes a second descretor.

The output buffer that holds the intermediate results has a limited size. If the size of a feature vector is higher than this limit, the software first issues a DMA-aggregation to produce the first 256 elements and then a second one to compute the remaining 144 elements.

The aggregation feature vectors produced by this DMA operation are the input to the next phase: update. To facilitate the pipelining of the two phases, we opt to write the results of the aggregation to L2. When an aggregation begins, the DMA engine prefetches the output lines to L2 in Exclusive mode. After the aggregation results are produced, the engine writes to these lines. If they have not been evicted from L2, we save the latency of the writes missing in L2.

Traditional DMA does not maintain coherence with caches. It is up to the programmer to guarantee data coherence. In our DMA-aggregation, it is not a problem that the DMA engine never stores the fetched inputs in the caches and, therefore, the inputs are unable to observe external invalidations. The reason is that the inputs are read-only by design. Therefore, there are no coherence hazards.

5.3 Software Algorithm Running on the Processor Core

DMA-aggregation is incompatible with feature compression. However, it is synergistic with layer fusion and orthogonal to the locality optimization. Importantly, during a DMA-aggregation, the processor core can work on the update phase, creating a perfect overlap.

Algorithm 5 shows the fused DMA-aggregation and update algorithm that runs on the processor core. The core offloads the aggregation to the DMA engine and performs the update itself. The structure of the algorithm is like the software fusion in Algorithm 2.

Each thread dynamically takes a task a time, which processes T blocks of B vertices per block.

Algorithm 5: Pipelined fused DMA-aggregation and update algorithm running on the processor core.

<table>
<thead>
<tr>
<th>Input</th>
<th>Output</th>
<th>Constant</th>
<th>Variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>:graph G = (V, E), input feature matrix H_{k+1}</td>
<td>:output feature matrix H_k</td>
<td>:block size B, blocks per task T, number of threads P</td>
<td>:descriptors T, ping-pong states Q and Q’, vertex block offsets R</td>
</tr>
</tbody>
</table>

1. \( Q_t = 0, Q'_t = -1 | t \in \{0, \ldots, P - 1\} \)

2. for \( i = 0 \) to \( |V| - 1 \) step \( T \cdot B \) in parallel do
3. \( t = \text{ThreadID}() \)
4. for \( j = 0 \) to \( B - 1 \) step \( B \) do
5. \( for \ m = 0 \) to \( B - 1 \) do
6. \( v = V_{i+j+m} \)
7. \( \text{BUILD_AND_ISSUE}(D_t(Q_t B+m): v) \)
8. if \( Q'_t \neq -1 \) then
9. \( for \ m = 0 \) to \( B - 1 \) do
10. \( \text{WAIT}(D_t(Q'_t B+m)) \)
11. \( for \ m = 0 \) to \( B - 1 \) do
12. \( v = V_{R_t+m} \)
13. \( h^k_t = \text{UPDATE}(a^k_t) \)
14. \( R_t = i+j, Q'_t = Q_t, Q_t = (Q_t + 1) \mod 2 \)
15. for \( t = 0 \) to \( P - 1 \) in parallel do
16. \( for \ m = 0 \) to \( B - 1 \) do
17. \( \text{WAIT}(D_t(Q'_t B+m)) \)
18. \( for \ m = 0 \) to \( B - 1 \) do
19. \( v = V_{R_t+m} \)
20. \( h^k_t = \text{UPDATE}(a^k_t) \)

In a given task, the thread alternates between sending the descriptors for the aggregation of \( B \) vertices to the DMA engine, and updating \( B \) vertices. This is done in a pipeline with ping-pong buffers of descriptors. The ping-pong buffers in thread \( t, D_t \), consist of two batches of \( B \) descriptors per batch. In one \( j \)-loop iteration (Lines 4-14), the core first builds one batch of \( B \) descriptors and issues them to the DMA engine for aggregation (Lines 5-7). The core then waits for the DMA engine to finish the aggregations from a previous \( j \)-loop iteration with the other batch of \( B \) descriptors (Lines 9-10), and subsequently executes the update with the outputs.
from those aggregations (Lines 11-13). In the next $j$-loop iteration, the roles of the two descriptor batches switch.

To pipeline the operation, each thread keeps track of two ping-pong states: $Q_t$ and $Q'_t$. The descriptors indexed by $Q_t$ are used by the DMA-aggregation, and the ones indexed by $Q'_t$ are used by the core update. The states of $Q_t$ and $Q'_t$ can be either 0 or 1, but $Q'_t$ is initialized to an invalid value (-1). This is to let the algorithm identify the first $j$-loop iteration in the first task assigned to the thread. If this is the case (Line 8), the algorithm skips the update phase since there is no aggregation prior to it on this thread. In addition, after all tasks finish, each thread performs the trailing update (Lines 15-20).

To perform the update, a thread needs to know the indices of the vertices processed in the previous batch of DMA-aggregations issued by the same thread. However, such indices cannot always be statically inferred since tasks are dynamically assigned to threads. Therefore, each thread bookkeeps in $R_t$ the offset of the vertex block ($i + j$) processed in the aggregation in the current step, to be used as the offset of the vertex block to update in the next step.

6 EXPERIMENTAL SETUP

To evaluate Graphite, we implement the aggregation kernels that incorporates our optimizations with the xbyak JIT assembler [43]. For the update phase, we use GEMM libraries. Specifically, we use Intel MKL for the implementation without layer fusion. With layer fusion, we use libxsmm [22], which is optimized for small matrix multiplications.

Our baseline uses the state-of-the-art DistGNN [36] for the aggregation and MKL’s GEMM for the update. DistGNN has recently been incorporated into DGL. We refer to this baseline as DistGNN. Because the aggregation can be computed with sparse-dense matrix multiplication (SpMM), we also compare with an approach that uses MKL’s SpMM for the aggregation and MKL’s GEMM for the update. We call this approach MKL.

The software evaluation platform is a 28-core Intel Cascade Lake CPU with AVX-512 vector extensions. Each core has a 32KB L1 data cache, a 1MB L2 cache, and a 1.375MB slice of a non-inclusive shared L3 cache. The core frequency is fixed at 2.7GHz. The DRAM bandwidth is 140.8GB/s. We disable simultaneous multithreading (SMT) and run 28 threads.

We simulate the baseline hardware and the enhanced DMA engine with the Sniper multi-core simulator [8]. The configuration of the simulated machine matches the one used in our software evaluation. On average, the simulated execution time deviates from the native execution time by less than 10%.

We configure the DMA engine per core to have a 2KB output buffer, a 2KB input buffer, a 128B factor buffer, a 128B index buffer, a 32-entry memory request tracking table, and a 32-entry descriptor queue. The DMA engine’s storage is 4.5KB. According to Cacti [3] at 22nm, this storage uses 0.051mm² and consumes 2.8mW of leakage power. The dynamic energy of a read/write access to the 2KB input or output buffers is 0.011nJ.

We evaluate Graphite with the full-batch, non-sampled training and inference of the GNN layers from GCN and GraphSAGE. The software evaluation includes 4 medium to large input graphs. Table 3 lists the details of the graphs, including the number of vertices, number of edges, input feature size ($H_{\text{input}}$), as well as the average ($\bar{D}_v$), max ($\max(D_v)$), and variance ($\sigma^2(D_v)$) of the vertex degrees. The hardware evaluation is limited to products and wikipedia due to very long simulation times.

| Graph     | $|V|$ | $|E|$ | $\bar{D}_v$ | $\max(D_v)$ | $\sigma^2(D_v)$ | $H_{\text{input}}$ |
|-----------|------|------|------------|-------------|----------------|------------------|
| products  | 2.45M| 124M | 50.5       | 17.5K       | 9.20K          | 100              |
| wikipedia | 3.57M| 45.0M| 12.6       | 7.06K       | 1.99K          | 128              |
| papers    | 111M | 1.62B| 14.5       | 26.7K       | 927            | 256              |
| twitter   | 61.6M| 1.47B| 23.8       | 3.00M       | 3.96M          | 256              |

All graphs except products are directed. For products, the number of edges in the table is twice of its undirected edges. products and papers have a predefined $H_{\text{input}}$. wikipedia and twitter only provide their graph structures but not features, so we synthetically set their $H_{\text{input}}$ to 256. For all datasets, we use a hidden feature size of 256. We populate the input features with synthetic values. When evaluating the feature compression technique, we randomly set the features to zeros with predefined rates.

7 EVALUATION

7.1 Overall Performance

7.1.1 Software Techniques. We first present the performance of our software optimizations. Figure 11 shows the speedup of our implementations and MKL over the DistGNN baseline for inference and training. The variations of our implementations are: (i) our algorithm from Section 4.1 for aggregation and the MKL’s GEMM for update (basic), (ii) the layer-fused implementation from Section 4.2 (fusion), (iii) basic plus feature compression from Section 4.3 (compression), and (iv) the combination of both fusion and compression (combined). For training only, we use combined plus the locality optimization from Section 4.4 (combined+locality or c-locality).

compression, combined, and c-locality incorporate feature compression. Figure 11 shows their performance when operating on 50% sparse features. This is conservative since, as discussed in Section 2.2, realistic sparsity is often over 80%. Therefore, feature compression may improve the performance more than reported.

Our implementations outperform the baseline significantly. Figure 11a shows the speedup in inference. Performance is determined primarily by memory behavior, which is the same for the two GNNs, so we see similar performance on them. MKL is slightly slower than the baseline. basic already outperforms the baseline on all datasets. The other variations of our implementation are faster than basic on all datasets. wikipedia benefits more from layer fusion than from feature compression, while the other datasets benefit more from feature compression than from layer fusion. We will explain reasons behind the difference in Section 7.2.2. combined always performs the best. Compared with the baseline of GCN and GraphSAGE, combined is 1.72-1.90x and 1.74-1.94x faster, respectively.

Figure 11b presents the speedup in training. The execution time of each implementation includes both forward and backward propagation. Forward propagation is similar to inference, except that when layer fusion is applied, we do not reduce the footprint of $a^k$. 

| Graph     | $|V|$ | $|E|$ | $\bar{D}_v$ | $\max(D_v)$ | $\sigma^2(D_v)$ | $H_{\text{input}}$ |
|-----------|------|------|------------|-------------|----------------|------------------|
| products  | 2.45M| 124M | 50.5       | 17.5K       | 9.20K          | 100              |
| wikipedia | 3.57M| 45.0M| 12.6       | 7.06K       | 1.99K          | 128              |
| papers    | 111M | 1.62B| 14.5       | 26.7K       | 927            | 256              |
| twitter   | 61.6M| 1.47B| 23.8       | 3.00M       | 3.96M          | 256              |
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**Figure 11:** Speedup of MKL and our implementations with different software techniques over DistGNN.

**Figure 12:** Simulated speedup of different software techniques and the DMA support over DistGNN.

As discussed in Section 4.2, Backward propagation computes the gradients of $h^{k-1}$, $a^k$, $W^k$, and $h^k$. It has one more GEMM than the forward propagation. In training, MKL is again slightly slower than the baseline. Basic outperforms the baseline on all datasets. Layer fusion is less effective in training than in inference because in training, it does not shrink the memory footprint of the aggregation feature vectors, and therefore is less effective at reducing memory traffic. Nevertheless, both fusion and compression perform better than basic in all cases. By combining layer fusion and feature compression, combined outperforms the baseline in GCN and GraphSAGE training by 1.50x-1.58x and 1.53x-1.62x, respectively. Finally, with the locality optimization, c-locality outperforms the baseline by a substantial 1.60x-2.57x and 1.63x-2.64x.

### 7.1.2 DMA Engine

Now we present the additional impact of adding the DMA engine. Figure 12a shows the simulated speedups of fusion and fusion+DMA over DistGNN for inference. fusion+DMA (which we call DMA) is the DMA-assisted fusion from Section 5.3.

For training, Figure 12b also shows fusion+locality (f-locality) and fusion+DMA+locality (which we call DMA-locality), which include the locality optimization.

Figure 12a shows that, in inference, DMA outperforms the baseline by 1.63-1.97x and 1.63-1.98x on GCN and GraphSAGE, respectively. In addition, DMA is 1.31-1.45x faster than the software-only fusion. Figure 12b shows that, in training, DMA outperforms the baseline by 1.55-1.70x and 1.55-1.69x on GCN and GraphSAGE, respectively. With the locality optimization, DMA-locality outperforms the baseline by a substantial 1.89-3.11x and 1.90-3.14x. Further, it is 1.31-1.36x faster than f-locality.

Since the performance of GCN and GraphSAGE are similar, we focus on GCN in the rest of the evaluation for simplicity.

### 7.2 Evaluation of the Software Techniques

#### 7.2.1 Memory Performance Characterization

GNN workloads are often memory bound. We achieve speedup mainly by improving...
memory performance. Table 4 quantitatively demonstrates the memory performance enhancement from our techniques. The table lists key metrics collected with the Intel VTune Profiler that contribute to the performance difference among the DistGNN baseline, MKL, combined, and c-locality, in GCN training. The characteristics in inference are similar.

The table shows Retiring and Memory Bound pipeline slots. Retiring is the fraction of pipeline slots utilized by useful work. Increasing it results in higher instructions-per-cycle (IPC). Memory Bound is the fraction of pipeline slots stalled due to incomplete memory requests. For our workloads, this is primarily from stalls on loads that miss in cache. In the table, L2, L3, DRAM Bandwidth, and DRAM Latency are the fraction of cycles where execution is impacted by L1 miss/L2 hit, L2 miss/L3 hit, DRAM bandwidth limit, and DRAM latency, respectively. L1 Fill Buffer Full is an estimate of how often the L1D fill buffers (i.e., the miss status holding registers or MSHR) are fully occupied. This scenario prevents additional L1D-missing requests from being issued. A high value is a symptom that the core is starved for data from memory.

DistGNN and MKL exhibit similar traits. They are heavily memory bound on products, papers, and twitter, spending only 9.8-13.5% of the pipeline slots doing useful work, and over 70% of the pipeline slots memory bound. They suffer mainly from the DRAM bandwidth limit. The executions are DRAM bandwidth bound in over 75% of the cycles. On wikipedia, the stress on the memory subsystem is lessened. Still, L1 fill buffers are always full on all datasets.

combined incorporates both layer-fusion and feature compression. It is much less memory bound than DistGNN and MKL on all datasets. The fraction of memory bound pipeline slots is reduced to 30.6-64.3%, and the fraction of useful pipeline slots increases to 18.8-33.9%. Overall, combined is less DRAM bandwidth bound than DistGNN and MKL, but more DRAM latency bound than them.

c-locality further optimizes the memory performance. It lowers the fraction of memory bound pipeline slots to 30.3-60.1% and raises the fraction of retiring pipeline slots to 22.6-34.1%. Compared with combined, generally more data reuse is captured in the cache, and fewer cycles are stalled by DRAM bandwidth.

As discussed in Sections 4.1 and 4.2, we use software prefetches to exploit the spare L1D fill buffer entries. In general, this approach can leverage all the fill buffers on the large scale graphs (papers and twitter). However, the fill buffers are still underutilized on the medium scale graphs (products and wikipedia), where the memory access characteristics are significantly improved such that our software prefetches do not saturate DRAM bandwidth. Although c-locality has already achieved impressive performance, free fill buffer entries suggest that adding more aggressive software prefetches may yield additional speedup.

In summary, our techniques are effective and significantly improve the memory performance of GNN workloads.

7.2.2 Layer Fusion. We now investigate the effectiveness of layer fusion. Figure 13 compares basic, fusion in inference, and fusion in forward training on GCN’s hidden layers. Hidden layers have the same input and output feature vector length, which is important for this evaluation. The execution time in the figure is normalized to basic. The execution time of basic is separated into aggregation and update times.

![Figure 13: Execution time breakdown of basic and fusion in inference and forward training on GCN’s hidden layers.](image)
execution time on wikipedia, fusion is able to reduce the execution time by 29% in inference. In contrast, basic on products only spends 7% of the time on update, so fusion merely reduces the execution time by 13% in inference.

The amount of DRAM traffic for fusion in inference and basic’s aggregation is similar — they have the same input and output sizes in our evaluation, and although fusion accesses additional data for update, those data are expected to be cache-resident. This gives us the opportunity to assess the effectiveness of the compute-memory overlap by comparing the execution time of fusion in inference with basic’s aggregation. We see that on all datasets, fusion in inference takes similar time as basic’s aggregation. This implies that for fusion, the compute in update is practically fully hidden.

The difference between fusion in inference and fusion in forward training is that the latter keeps $a^k$. The performance difference between the two is from the traffic of writing to $a^k$.

7.2.3 Feature Compression. We perform a sensitivity study on the performance of feature compression with different levels of feature sparsity. Figure 14 shows the speedup from compression over basic in GCN at feature sparsities ranging from 10% to 90%.

![Figure 14: Speedup from compression over basic at different feature sparsity levels in GCN.](image)

At 10% sparsity, compression is slower than basic, but at 30% sparsity, it surpasses basic. At 90% sparsity, which does appear in training, compression is 1.63x-2.95x and 1.58x-2.74x faster than basic in inference and training, respectively. Thus, feature compression can be a major source of speedup.

7.2.4 Locality Of Input Graphs. Our temporal locality optimization speeds up the computation on products much more than on other datasets (Figure 11b). This phenomenon has two possible explanations. First, the average degree of products is 50.5, which is much higher than the average degrees of the other datasets, which range from 12.6 to 23.8. A higher average degree typically implies a higher chance for the vertices to share common neighbors. Because our locality optimization relies on reusing the features of shared neighbors, it performs better on products.

Second, some of the input graphs may already embed locality optimization from their sources. We design an experiment to test the hypothesis. First, for each graph, we generate 5 different randomized vertex processing orders. Randomizing the processing order breaks any locality optimization if it exists. Then, we run combined with each processing order. Finally, we take the average execution time of the 5 runs and denote it as randomized. Figure 15 presents the speedup from combined and c-locality over randomized.

![Figure 15: The speedup from compression and c-locality over randomized on GCN training.](image)

randomized performs on par with combined on products and paper, suggesting that the two graphs have not been optimized for locality. On the other hand, combined outperforms randomized on wikipedia and twitter. This means that the two graphs possess better-than-average locality already, possibly from pre-processing.

We can view randomized as the performance on the graphs with average locality. This experiment shows that our locality optimization improves the locality in all datasets.

7.3 Evaluation of the DMA Engine

7.3.1 Private Cache Access Reduction. One motivation for offloading the aggregation phase to the DMA engine is to reduce the number of low-locality accesses to the private caches — since the input data of the DMA operations bypasses the private caches. In this section, we measure the number of private cache accesses with and without the DMA use. We consider two scenarios: performing only the aggregation or performing the fused aggregation-update. The baseline in the aggregation-only case is basic’s aggregation phase. The baseline in the fused aggregation-update case is fusion.

Table 5 lists the fraction of private cache accesses eliminated by utilizing the DMA in the two scenarios. In aggregation only, on both datasets, the DMA-aggregation reduces the L1 accesses by over 97%. The core only accesses L1 for building the descriptors or checking for completion. DMA-aggregation also reduces the L2 accesses significantly. The remaining L2 accesses are mainly from the DMA writing the aggregation results. Without DMA, the core issues many L2 accesses to gather the input features, whose proportion in the total L2 accesses correlates with the average degree of the graph. Because wikipedia has a lower average degree than products, the L2 access reduction on wikipedia is lower.

The fused aggregation-update has additional private cache accesses from the update, even with the DMA operation. Consequently, the overall reduction in the number of accesses is lower. Nevertheless, the DMA-assisted implementation still significantly reduces the L1-D/L2 accesses on products. The amount reduced on
Table 5: Reduction in private cache accesses thanks to using the DMA engine.

<table>
<thead>
<tr>
<th>Graph</th>
<th>Aggregation only</th>
<th>Fused aggregation-update</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>L1-D</td>
<td>L2</td>
</tr>
<tr>
<td>products</td>
<td>98%</td>
<td>97%</td>
</tr>
<tr>
<td>wikipedia</td>
<td>97%</td>
<td>89%</td>
</tr>
</tbody>
</table>

wikipedia is lower. This again is due to this graph’s low average degree: the average number of memory accesses in the aggregation of a vertex is lower in wikipedia than in products, while the number of accesses in the update of a vertex is the same in both datasets. Therefore, the ratio between the accesses in the aggregation and in the update is lower in wikipedia than in products.

7.3.2 Overall Memory System Performance. The use of the DMA engine improves the memory system performance. Specifically, we measure that the L2 miss rate decreases from 20.5% to 2.8% in products and from 45.5% to 2.8% in wikipedia. Moreover, the processor stall time due to waiting for the memory system decreases from 58.1% to 42.8% in products and from 30.6% to 25.7% in wikipedia. Note that the memory stall time with the DMA engine includes the time cores spend waiting for the DMA-aggregation to finish. (Algorithm 5 Lines 9-10). Overall, the DMA engine is very beneficial.

7.3.3 Memory Request Parallelism. The maximum number of in-flight memory requests is mainly determined by the size of the Memory Request Tracking Table. We empirically choose the size to maximize the memory/network bandwidth utilization. Figure 16 shows the execution time of the DMA-aggregation on wikipedia with different numbers of table entries, normalized to the execution time with 8 entries. The figure shows that the execution time decreases significantly from 8 to 32 entries. After that, we get marginal improvements. Hence, we use 32 entries.

![Figure 16: DMA-aggregation time on wikipedia with different numbers of Memory Request Tracking Table entries.](image)

8 RELATED WORKS

The alternating update and aggregation phases in GNN processing are challenging to both DNN libraries and graph processing frameworks [19, 50]. DNN libraries target regular computations, like the update phase, but perform poorly on the aggregation phase. Graph processing frameworks, on the other hand, manage irregular memory accesses well but lack support for optimized heavy compute operations in updates. Consequently, GNN-specific software frameworks are emerging. Deep Graph Library (DGL) [49] and PyTorch Geometric (PyG) [11] are two of the prevailing libraries used by researchers. Other frameworks include NeuGraph [35] and AliGraph [57]. Our single socket software optimizations can be incorporated into the compute kernels in these frameworks.

Software algorithms have been proposed to optimize GNN executions on CPUs. FusedMM [38] fuses the sampled dense-dense matrix multiplication (SDDMM) for computing edge messages with the SpMM for computing vertex messages. Their SpMM part performs comparably to MKL. DistGNN [36] is the state-of-the-art in full-batch GNN training on CPU clusters. It also provides single socket optimizations, which we use as our baseline. Dorylus [47] and FlexGraph [48] also focus on distributed training on CPUs, but they do not include single-socket optimizations.

Huang et al. [24] studies the performance gaps in existing GNN frameworks and proposes various software optimizations on GPUs. Their locality-aware task scheduling tackles the same issue as our locality optimization does, albeit for GPUs. Furthermore, ROC [26], P3 [13], and DGCL [7] focus on distributed training on GPUs.

The community has also explored custom hardware for GNNs. HyGCN [54] uses separate engines for the aggregation and update due to their different behaviors. EnGN [33] treats a GNN as a concatenated matrix multiplication of features, adjacency matrices, and weights. AWB-GCN [15] alleviates the load imbalance due to vertex degree variations. GRIP [28] leverages the abstraction of GReTA [27] to develop a general accelerator for any GNN variant.

SparseTrain [17] and SAVE [18] exploit feature sparsity in software and hardware, respectively, to reduce the compute intensity of DNNs on CPUs. They do not alleviate memory stress nor apply to GNNs. ZCOMP [1] (de)compresses sparse features on CPUs by introducing dedicated instructions.

G-DMA [5] uses scatter-gather DMAs to fetch data in traditional graph workloads, which have different characteristics than GNNs. It uses the descriptor chain model. Our new descriptor design is more efficient for GNNs. In addition, our DMA engine is enhanced with compute capability.

9 CONCLUSION

CPUs are viable platforms for GNNs because of their high availability and high memory capacity. With potentially terabytes of memory, one can perform full-batch GNN computation on real-world large graphs on CPUs, which is impractical on memory-limited devices such as GPUs. However, GNN workloads on CPUs are often highly memory bound, which limits their performance. We propose Graphite: a software-hardware cooperative approach that optimizes full-batch GNN training and inference on CPUs by tackling the memory problem. In software, we fuse layers, compress features, and improve temporal locality. In hardware, we augment the DMA engine to support the aggregation operation. We evaluate Graphite with GCN and GraphSAGE on large graphs. Graphite is effective. Its software outperforms a state-of-the-art GNN implementation by 1.7-1.9x in inference and by 1.6-2.6x in training. Its combined software and hardware speeds up the baseline by 1.6-2.0x in inference and by 1.9-3.1x in training.
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